# The Position/Orientation Determination of a Mobile-Task Robot Using an Active Calibration Scheme 

Tae-Seok Jin ${ }^{*}$, Jang-Myung Lee<br>Department of Electronics Engineering, Pusan National University, Pusan 609-735, Korea


#### Abstract

A new method of estimating the pose of a mobile-task robot is developed based upon an active calibration scheme. The utility of a mobile-task robot is widely recognized, which is formed by the serial connection of a mobile robot and a task robot. To be an efficient and precise mobile-task robot, the control uncertainties in the mobile robot should be resolved. Unless the mobile robot provides an accurate and stable base, the task robot cannot perform various tasks. For the control of the mobile robot, an absolute position sensor is necessary. However, on account of rolling and slippage of wheels on the ground, there does not exist any reliable position sensor for the mobile robot. This paper proposes an active calibration scheme to estimate the pose of a mobile robot that carries a task robot on the top. The active calibration scheme is to estimate a pose of the mobile robot using the relative position/orientation to a known object whose location, size, and shape are known a priori. For this calibration, a camera is attached on the top of the task robot to capture the images of the objects. These images are used to estimate the pose of the camera itself with respect to the known objects. Through the homogeneous transformation, the absolute position/orientation of the camera is calculated and propagated to get the pose of a mobile robot. Two types of objects are used here as samples of work-pieces : a polygonal and a cylindrical object. With these two samples, the proposed active calibration scheme is verified experimentally.
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## 1. Introduction

There are two major difficulties in the precise control of the mobile robot. One difficulty lies in the dynamic modeling of the mobile robot as other complex structures. The other difficulty lies in the uncertainties of the boundary in between the wheels of the mobile robot and the ground. The friction is nonlinear and time-varying, which we can not either estimate or model exactly. Recently, there are several researches on the accurate

[^0]control of the mobile robot with the recognition of the environment using the laser, ultrasonic and vision sensors intelligently (Borenstein. 1995; Tsai, 1987 ; Lui et al., 1990 : Luong and Faugeras, 1997 ; Pissard-Gibollet and Rives, 1995).

In this paper, we proposed a method of measuring the position/orientation of the task robot base, that is, the pose of the mobile robot using the images of known objects captured by a camera attached at the end of the task robot (Zhuang and Roth, 1996 : Han and Lee, 1997 ; Horaud et al.. 1997).

Active camera scheme is a recent development (Jang and Han, 1997; Crowley and Bobet, 1993) for which the calibration patterns are not necessary. In the active calibration schemes, the feature points on the objects whose locations are given a priori, are utilized to calculate the pose of the

Camera (Du and Brady, 1993; Crowley and Bobet, 1993: Longuet-Higgins, 1981). In this research. the active calibration scheme is properly applied for the pose determination of the mobile robot that does not have any absolute position information. This enables the visual servoing tasks by allowing explicit control of the mobile robot in closed loop with regards to their assembly parts (Jang and Han, 1997).

During the calibration process, the sensitivity and robustness need to be considered (Heyden and Astrom, 1997: Yi et al., 1999). Also some coordinates of a set of lines and ellipsoids may cause numerical instability in obtaining the pose of the camera $u$.r.t. the object (Longuet-Higgins. 1981). In our approach, the task robot is able to carry the camera to a specific position and orientation as desired, the problems can be avoided dynamically. Also this scheme is free from the shape of the objects that the robot is going to handle with. In this paper, we are focusing on the methodology of utilizing the calibration scheme for the localization of the mobile robot instead of searching the numerical problems. In the conventional approaches (Sturm and Maybank. 1999: Zhuang et al.. 1991) where calibrations of the camera and the robot are performed in a sequential manner, the errors are propagated and aggregated in the position/orientation determination. However in this approach, the active calibration scheme identifies the camera and robot parameters simultaneously, which suppresses the error propagation.

## 2. Active Calibration Method of a Mobile/Task Robot

### 2.1 Perspective model of a camera

A perspective model of a camera represents the relationship between the two dimensional object location on a image plane and the actual object location in a threc dimensional space. Figure 1 represents a perspective model of a camera. Here. the coordinates, $\{W\}$, is a world frame in the $3-D$ space. the coordinates. $\{C\}$, is a camera frame whose origin is assigned at the center of the lens of the camera. The coordinate. $\{\mathbf{F}\}$.


Fig. 1 Perspective model of camera
represents the coordinates in the computer memory frame. The basic axes $X_{f}$ and $Y_{f}$ definc the coordinate system. Note that $Z_{c}$ axis is coincident with the optical axis of the camera.

A point in the space can be represented as a vector, $\mathrm{p}_{\mathrm{w}}=\left(x_{w}, y_{w}, z_{w}\right)$ ú.r.t. the reference frame, and it can be also represented as $\mathrm{p}_{\mathrm{c}}=\left(x_{c}\right.$. $\left.y_{c}, z_{c}\right)$ w.r.t. the camera frame. The coordinates. \{1\}. represents the image frame of the camera, which is assigned to the image plane of the camera. The effective focal length of the camera, $f$. represents the distance between the image plane and the origin of camera frame. $\{C\}$.

The vector, $\mathrm{p}_{\mathrm{l}}=\left(x_{i}, y_{i}\right)$, on the image plane represents a feature point on the fixed object. The $p_{w}$ w.r.t. the world frame corresponds to the vector. $\mathrm{p}_{\mathrm{c}}, u^{\prime} . r$.t. the camera frame. The parameters, $d x$ and $d y$. represent the size of a pixel along the $x$ axis and $y$ axis respectively, and they can be obtained by using the number of pixels and the image plane of the camera. These parameters are used in transforming the image coordinates to the memory frame. The coordinate. ( $c_{x}, c_{y}$ ) represents the center coordinates of the image in the image frame. It is reported that the value of ( $c_{x}, c_{y}$ ) can be changed within 10 pixels without affecting the measurement accuracy of the three dimensional object (Lui et al.. 1990).

In this paper, we assumed that the center of the image frame is located at the center of the image frame. Using the camera perspective model and the transformation of the object location from the world frame to the image frame, basic equations and parameters required for the measurement of
the camera pose can be obtained.

### 2.2 Camera parameters

The camera parameters to be estimated can be classified into two categories : internal and external parameters. The specification related parameters of the camera and lens, for examples, the focal distance, $f$, and the image scale factor $S$, are internal parameters; the rotation matrix, $R$, and the translational vector, $T$ representing the pose of the moving camera are external parameters. By the coordinates transformation between the robot and camera frames, the positioning vector, $\mathrm{p}_{\mathrm{c}}$, represented in terms of the camera frame can be represented as $p_{\mathrm{w}}$ in terms of the world frame.

$$
\begin{equation*}
\mathrm{p}_{\mathrm{w}}=R \mathrm{p}_{\mathrm{c}}+\mathrm{T} \tag{1}
\end{equation*}
$$

where $R_{3 \times 3}$ and $\mathrm{T}_{3 \times 1}$ represents a rotation matrix and a translation vector from the world frame to the camera frame, respectively. A positioning vector for a feature point on the three dimensional object in terms of the camera frame, $\mathrm{p}_{\mathrm{c}}=\left(x_{c}, y_{c}\right.$, $\left.z_{c}\right)$ is mapped to a point $\mathrm{p}_{\mathrm{i}}=\left(x_{i}, y_{i}\right)$ on the two dimensional image frame using the camera perspective model (Tsai, 1987), and it can be described as follows :

$$
\begin{align*}
& x_{i}=f \frac{x_{c}}{z_{c}}  \tag{2}\\
& y_{i}=f \frac{y_{c}}{z_{c}} \tag{3}
\end{align*}
$$

where $f$ represents the effective focal distance. The image coordinates are obtained by the linear pin-hole model, and the distortion effects of the lens are not considered in this formula.

Since the scale values along $x$ axis and $y$ axis are different in the image frame, a point on the image frame. $\left(x_{i}, y_{i}\right)$ corresponds to a location in the image frame, $\left(x_{f}, y_{f}\right)$ according to the following relations:

$$
\begin{align*}
& x_{i}=S_{x}^{-1} \bar{x}_{i}  \tag{4}\\
& y_{i}=S_{y}{ }^{-1} \bar{y}_{i} \tag{5}
\end{align*}
$$

where $\bar{x}_{i}=d_{x}\left(x_{f}-c_{x}\right), \bar{y}_{i}=d_{y}\left(y_{f}-c_{y}\right)$, and $S_{x}$ and $S_{y}$ represents the camera scale factor along
the $x$ axis and $y$ axis, respectively. Plugging the location value $\left(x_{f}, y_{f}\right)$ which is obtained through the image processing into (4) and (5), we can represent the feature point on the image frame. Setting the number of $y$ directional scanning lines and the row numbers of pixels to the same, the $y$ axis scale factor becomes unity, that is, $S_{y}=1$ and $S$ can stand for $S_{x}$.

## 3. Robot/Vision System

A task robot that has 5 links and a gripper, and a mobile robot that has 3 d.o.f are serially connected for this research (Kang et al., 2000). Figure 2 shows the coordinates assigned to this overall system.

The coordinates transformation relationship among the frames of the mobile robot supporting a task robot is shown in Figure 3. $\{\mathrm{W}\}$ is a world frame for the system, $\{O\}$ is assigned to the fixed object located at a known position, $\{C\}$ is the


Fig. 2 Link coordinates of mobile robot supporting a task robot


Fig. 3 Coordinates transformation of robot/vision system
camera frame, $\{H\}$ is the hand frame where the camera is attached, $\{B\}$ is the base frame of task robot, and $\{M\}$ is assigned to the top plate of mobile robot. For mathematical conveniences, the frame $\{B\}$ and $\{M\}$ are assigned at the same point.

The goal of calibration is measuring the relative position/orientation of the mobile robot with respect to the world frame accurately through the visual information processing of the known object.

For this goal, the calibration task can be decomposed into two steps. The first step is measuring the relative pose of the camera, ${ }^{w} H_{C}$, using the images of the fixed object. The second step is obtaining the homogeneous transformation of the mobile robot w.r.t. the world frame, ${ }^{w} H_{B}$, using ${ }^{w} H_{C},{ }^{B} H_{C}$, and ${ }^{H} H_{c}$. This process can be represented by the following equations.

$$
\begin{gather*}
{ }^{W} H_{B}={ }^{W} H_{C} \cdot{ }^{B} H_{C}{ }^{-1}  \tag{6}\\
{ }^{B} H_{C}={ }^{B} H_{H} \cdot{ }^{H} H_{C} \tag{7}
\end{gather*}
$$

Notice that the structure of the task robot is generally assumed to be light and small. Therefore, ${ }^{B} H_{C}$, can be obtained accurately through the kinematics of the task robot as shown in (7). In the following section, the process of obtaining ${ }^{w} H_{C}$ will be described in detail. As it is shown in Figure 3, ${ }^{w} H_{C}$ is obtained from the images of the fixed object, assuming the location of the object w.r.t. the world frame is known a priori. This can be represented as following equation :

$$
\begin{equation*}
{ }^{w} H_{c}{ }^{-1}={ }^{c} H_{0} \cdot{ }^{w} H_{0}{ }^{-1} \tag{8}
\end{equation*}
$$

where ${ }^{\circ} H_{C}$ is obtained through the active calibration scheme. For the simplicity, $\{W\}$ and $\{O\}$ are assigned to the same location for the later sections.

Note that most of the assembly parts are composed of either line segments or circular segments. Therefore, the active calibration scheme is proposed for each of two cases: 1. An object is composed of only line segments, and 2 . An object has both circular segments and line segments.

## 4. Parameter Estimation Using Line Correspondence

For the localization of the mobile robot, we are going to obtain ${ }^{w} H_{C}=\left[\begin{array}{cc}R & T \\ 0 & 1\end{array}\right]$ as well as the camera internal parameters, $S$ and $f$, using the line correspondences (Lui et al., 1990 : Luong and Faugeras, 1997).

Let us denote a straight line, $J$ (refer to Figure 4) as

$$
\begin{equation*}
\mathrm{J}: \mathrm{P}_{\mathrm{j}}=\mathrm{n}_{\mathrm{w}} t+\mathrm{P}_{\mathrm{i}} \tag{9}
\end{equation*}
$$

where $n_{w}$ represents the directional vector of the straight line, $t$ represents a constant, and $P_{i}$ and $P_{j}$ are positioning vectors for the point $U$ and $V$ u.r.t. the world frame, respectively.

A two dimensional line $L$ can be represented as follows :

$$
\begin{equation*}
\mathrm{L}: A x_{i}+B y_{i}+C=0 \tag{10}
\end{equation*}
$$

where $A, B$ and $C$ can be determined by a constraint equation, $A^{2}+B^{2}+C^{2}=1$ and two equations corresponding to the two points. Substituting equation (2) and (3) into equation (10), we obtain the following plane equation:

$$
\begin{equation*}
\mathrm{M}: A x_{c}+B y_{c}+f^{-1} C z_{c}=0 \tag{11}
\end{equation*}
$$

The vector N is defined as a normal to the projecting plane $M$,

$$
\mathrm{N}=\left[\begin{array}{lll}
A & B & f^{-1} C \tag{12}
\end{array}\right]^{T}
$$

Note that this normal vector N is always orthogonal to the three dimensional line $J$. The directional vector for the $3-D$ line $J$ can be denoted as $n_{c}$ and represented in terms of the camera frame as


Fig. 4 Projecting plane of a 3-D line and a 2-D line

$$
\begin{equation*}
\mathrm{n}_{\mathrm{c}}=R^{T} \mathrm{n}_{\mathrm{w}} \tag{13}
\end{equation*}
$$

Since the $3-\mathrm{D}$ line J is located on the projecting plane. $M$, and the directional vector of $J$ is orthogonal to the normal vector of the projecting plane, we have

$$
\begin{equation*}
\mathrm{n}_{\mathrm{c}} \cdot \mathrm{~N}=0 \tag{14}
\end{equation*}
$$

This represents the main idea for obtaining the camera parameters. Substituting equation (13) into (14), and using the fact that inner product of two orthogonal vectors can be represented as a product of two vectors, we have

$$
\begin{equation*}
\mathrm{n}_{\mathrm{w}}^{T} R \mathrm{~N}=0 \tag{15}
\end{equation*}
$$

Let us consider two points in 3-D space, $U$ and $V$, and the corresponding two points in the image plane. $\mathrm{P}_{\mathrm{i}}\left(X_{i}, Y_{i}\right)$ and $\mathrm{P}_{\mathrm{j}}\left(X_{j}, Y_{j}\right)$. Plugging $P_{1}$ and $P_{f}$ coordinates into equation (10), and solving the two equations for the line coefficients, $A, B$ and $C$, we have

$$
\begin{gather*}
A=\left(Y_{j}-Y_{i}\right)  \tag{16a}\\
B=\left(X_{j}-X_{i}\right)  \tag{16b}\\
C=\left(X_{j} Y_{i}-X_{i} Y_{j}\right) \tag{16c}
\end{gather*}
$$

Since the directional vector. $n_{w}$, of the 3-D line is parallel to the line passing through the two points, $U$ and $V$, it can be denoted as

$$
\begin{equation*}
\mathrm{n}_{\mathbf{w}}=\left(\mathbf{P}_{\mathrm{i}}-\mathbf{P}_{j}\right) /\left\|\mathbf{P}_{\mathrm{i}}-\mathbf{P}_{\mathrm{j}}\right\| \tag{17}
\end{equation*}
$$

Utilizing $\bar{x}_{i}=S_{x} x_{i}$ in (4) to separate $S$ from $x_{i}$, and substituting this into equation (16a) through ( 16 c ), the normal vector (12) is represented as

$$
\mathrm{N}=\left[\begin{array}{lll}
A & S^{-1} B & S^{-1} f^{-1} C \tag{18}
\end{array}\right]^{T}
$$

Now, let us describe the process of obtaining camera parameters using (15). Substituting (17) and (18) into (15), we have

$$
\left[\begin{array}{lll}
i & j & k
\end{array}\right]\left[\begin{array}{lll}
r_{1} & r_{2} & r_{3}  \tag{19}\\
r_{4} & r_{5} & r_{6} \\
r_{7} & r_{8} & r_{9}
\end{array}\right]\left[\begin{array}{c}
A \\
S^{-2} B \\
S^{-1} f^{-1} C
\end{array}\right]=0
$$

where the parameters $\mathrm{A}, \mathrm{B}$, and C are obtained by (16a) through ( 16 c ) and the directional vector $n_{\mathrm{w}}=\left[\begin{array}{lll}i & j & k\end{array}\right]^{T}$ is obtained by (17). Equation (19) can be changed to equation (20) by decomposing known variables and unknown variables as follows:

$$
[i A \text { iB iC jAjC } k A k B k C]\left[\begin{array}{c}
S \cdot r_{1} \cdot r_{5}^{-1}  \tag{20}\\
r_{2} \cdot r_{5}^{-1} \\
f^{-1} \cdot r_{3} \cdot r_{5}^{-1} \\
S \cdot r_{4} \cdot r_{5}^{-1} \\
f^{-1} \cdot r_{6} \cdot r_{5}^{-1} \\
S \cdot r_{7} \cdot r_{5}^{-1} \\
r_{8} \cdot r_{5}^{-1} \\
f^{-1} \cdot r_{8} \cdot r_{5}^{-1}
\end{array}\right]=-j B
$$

Note that even though there are nine variables $r_{1} \cdots r_{9}$ in $R$, only three of them are independent. Note also that the variables in the second vector of (20) are independent from the coordinates of the two points; depending upon the camera specifications and the rotation matrix. Therefore, if we obtain 8 equations of (20) corresponding to 8 lines in the image frame, a matrix equation can be obtained by superposing the equations. which can be represented as

$$
\begin{equation*}
M_{8 \times 8} \mathrm{X}_{8 \times 1}=\mathrm{B}_{8 \times 1} \tag{21}
\end{equation*}
$$

where $X_{8 \times 1}$ is the second vector in (20). Now, the unknown camera parameters can be obtained by multiplying the inverse of $M$ at both sides of (21). We have an over-determined system of (21) which can be solved by least squares method (Tsai, 1987). In practice, there may be several dependent rows in the matrix, $M_{8 \times 8}$. Therefore, instead of multiplying inverse of $M_{8 \times 8}$ directly, the matrix is decomposed by the singular value decomposition as $M_{8 \times 8}=U D V^{T}$, and the matrix $\mathrm{X}_{8 \times 1}$ is obtained as follows:

$$
\begin{equation*}
\mathrm{X}=V \cdot D^{-1} \cdot U^{T} \cdot \mathrm{~B} \tag{22}
\end{equation*}
$$

where $D^{-1}=\left[\begin{array}{cc}\Sigma^{-1} & 0 \\ 0 & 0\end{array}\right], \Sigma=\operatorname{diag}\left[\begin{array}{llll}\sigma_{1}, & \sigma & \cdots & \sigma_{m}\end{array}\right]$, $\sigma_{1}$ to $\sigma_{m}$ represent the positive singular values of $M$, and $D \in R^{8 \times 8}$ and $V \in R^{8 \times 8}$ are left and right eigenvector matrices.
Notice that this active calibration scheme provides the line segments consecutively so that the rank of $M$ can be increased to five by adding or replacing rows obtained by new line segments at any cases. Calibration of the individual parameters from X is straight-forward (Han and Lee, 1997).

Now, the correspondences of the feature points are used to calculate the translational vector T of the camera frame. By changing (1) as (23), and substituting this equation into (2) and (3), we have the coordinates of the feature point on the image frame as (24) and (25):

$$
\begin{gather*}
\mathrm{p}_{\mathrm{c}}=R^{-1} \mathrm{p}_{\mathrm{w}}-R^{-1} \mathrm{~T}=\mathrm{p}_{\mathrm{w}}^{\prime}-\mathrm{T}^{\prime}  \tag{23}\\
x_{i}=f \frac{x_{w}^{\prime}-T_{x}^{\prime}}{z_{w}^{\prime}-T_{z}^{\prime}}  \tag{24}\\
y_{i}=f \frac{y_{w}^{\prime}-T_{y}^{\prime}}{z_{u}^{\prime}-T_{z}^{\prime}} \tag{25}
\end{gather*}
$$

where $p_{w}^{\prime}=\left(x_{w}^{\prime}, y_{w}^{\prime}, z_{w}^{\prime}\right)^{T}$ and $T^{\prime}$ represent a positioning vector and a translation vector in terms of the camera trame, respectively. To obtain the translation vector $\mathrm{T}^{\prime}$ from (24) and (25), the following matrix equation is derived :

$$
\left[\begin{array}{ccc}
f & 0 & -x_{i}  \tag{26}\\
0 & f & -y_{i}^{\prime}
\end{array}\right]\left|\begin{array}{l}
T_{x}^{\prime} \\
T_{y}^{\prime} \\
T_{z}^{\prime}
\end{array}\right|=\left[\begin{array}{l}
f \cdot x_{r}^{\prime}-x_{i} \cdot z_{r}^{\prime} \\
f \cdot y_{r}^{\prime}-y_{i} \cdot z_{r}^{\prime}
\end{array}\right]
$$

For a given feature point, $\left(x_{r}, z_{r}\right)$, the matrix equation (26) provides two linear equations. Therefore. if we have two feature points, four linear equations are obtained for the three unknowns, $T_{x}^{\prime}, T_{y}^{\prime}$ and, $T_{z}^{\prime}$.

Now, the homogeneous transformation from the world frame to the camera frame. ${ }^{W} H_{C}$ is completely obtained by (20) and (26). Substituting ${ }^{W} H_{C}$, into (6), we can calculate ${ }^{W} H_{B}$ which represents the position/orientation of the end plate of the mobile robot.

## 5. Active Calibration Using Conic Correspondence

To use the line correspondence scheme for the active calibration, there should be straight line segments in an object. However. for a cylindrical object, they are not available. In this section, an active calibration scheme for the circular shapes is introduced, which is applicable to the cylindrical or conic objects. Two sequential images captured by a CCD camera are used to obtain a conic parameter matrix and to complete the calibration algorithm.

From the two circular images, we extract two ellipsoids and estimates conic parameters. After the two conic parameters are obtained, the active calibration process is followed to get the rotation matrix. $R$, and finally the translational vector. $T^{\prime}$.

### 5.1 Conic parameter estimation

Many man-made objects have eireles on their surface. Researchers have presented several methods of estimating conic parameters from given data points (Davies, 1989 : Zhang, 1997). Typical methods to solve the curve fitting problem are the least square. Hough transform, and area moments methods (Saface-Rad et al.. 1991: Maybank and Faugeras, 1992). Among these methods, the least square method is popular because of its computational efficiency. In this paper we apply the least square method for the curve fitting algorithm to obtain the conic parameter matrix.

Let us consider the second order equation (27) defining the conics in a plane. In an image plane. a second order conic equation is represented as

$$
\begin{equation*}
a X^{2}+b X Y+c Y^{2}+d X+e Y+f=0 \tag{27}
\end{equation*}
$$

where $a, b, c, d, e$, and $f$ are conic parameters that determine the shape of the second order equation.

Equation (27) is re-formulated with a general vector $\mathrm{u}=\left[\begin{array}{lll}X & Y & 1\end{array}\right]^{T}$ and a coefficient matrix, $A$ as follow:

$$
\begin{equation*}
u^{t} A u=0 \tag{28}
\end{equation*}
$$

where the $A$ matrix is defined as a symmetric conic coefficient matrix, that is.

$$
\left.A=\left\lvert\, \begin{array}{ccc}
a & b / 2 & d / 2  \tag{29}\\
b / 2 & c & e / 2 \\
d / 2 & e / 2 & f
\end{array}\right.\right]
$$

In order to estimate the conic coefficient matrix A. we need to get the image coordinates, $x_{i}$. $y_{i}$ ) s, on the conic. The coordinates are obtained from the image captured by a CCD camera through the image processing. There may exist some crror in capturing and processing the image. To reduce the error the conic coefficients are adjusted by fitting the image coordinates to the


Fig. 5 Geometric structure for capturing conic images
curve equation. The least-square error criterion is used to fit a conic equation to the coordinates of $N$ points on a conic image.

### 5.2 Active calibration using conic object

If we use a camera for the active calibration, multiple images need to be captured at different postures of the camera. That is. two different images captured by a camera are utilized for the active calibration. Figure 5 displays the geometric structure of the camera capturing two images at the different postures. The relationship between two cameras coordinate system is represented as

$$
\begin{equation*}
\mathrm{p}_{\mathrm{c} 1}={ }^{1} R_{2} \mathrm{p}_{\mathrm{c} 2}+{ }^{1} t_{2} \tag{30}
\end{equation*}
$$

where ${ }^{1} R_{2}$ represents a rotation matrix from $\left\{C_{1}\right\}$ to $\left\{C_{2}\right\}$ and ${ }^{1} t_{2}$ is a translation vector from $\left\{C_{1}\right\}$ to $\left\{C_{2}\right\}$.

### 5.2.1 Geometric properties of a conic and its image

The representative of a second order equation is a conic. In this section, we restrict shapes of images to circles and ellipsoids. In Figure 5, suppose a conic in a space lies on a plane, $p$, and a world frame. $\{W\}$, is defined on the plane $p$ such that $x_{w}$ and $y_{w}$ axes lie on this plane and $z_{w}$ axis is normal to the plane $p$.

The camera coordinate systems $\left\{C_{1}\right\},\left\{C_{2}\right\}$, and the world frame $\{W$ \} are related as

$$
\mathrm{p}_{\mathrm{w}}={ }^{i} R_{0} \mathrm{p}_{\mathrm{w}}+i_{\mathrm{t}_{0}}, i=1.2
$$

where ${ }^{i} R_{0}$ and ${ }^{i} t_{0}$ represent a rotation matrix and a translation vector from the world frame to the $\mathrm{i}^{-t h}$ camera frame, $\mathrm{p}_{\mathrm{Cl}} \equiv\left[\begin{array}{lll}x_{c i} & y_{c i} & z_{c i}\end{array}\right]^{T}$, and $\mathrm{p}_{\mathrm{w}} \equiv$ $\left[\begin{array}{lll}x_{w} & y_{w} & z_{w}\end{array}\right]^{T}$.

Any point on the plane. p. can be represented u.r.t. $\left\{C_{1}\right\}$ and $\left\{C_{2}\right\}$ as follows:

$$
\begin{equation*}
\mathrm{p}_{\mathrm{ci}}=G_{i} \mathrm{u}_{w} . \quad i=1.2 \tag{32}
\end{equation*}
$$

where $G_{i}$ is a matrix defined as $\dot{G}_{i} \equiv\left[^{-1} \mathbf{r}_{1} \quad{ }^{\prime} \mathbf{r}_{2}{ }^{i} \mathrm{t}_{1}\right]$, ${ }^{1} r_{1}$ and ${ }^{1} r_{2}$ are the first and second column vectors of ${ }^{i} \mathrm{R}_{0}$. respectively, and $\mathrm{u}_{\mathrm{w}}\left(=\left[\begin{array}{lll}x_{w} & y_{w} & 1\end{array}\right]^{r}\right)$ represents a point on the plane, $p, u^{\prime} \cdot r . t$. the world frame.

Equation (32) represents the relation between the world coordinates and the camera coordinates. Using equations (2) and (3). equation (32) yields

$$
\begin{equation*}
z_{c i} u_{1}=G_{i} u_{w}, \quad i=1,2 \tag{33}
\end{equation*}
$$

where $z_{c i}\left(=z_{c} / f\right)$ becomes a scaling factor for $G_{i}$ and $\mathrm{u}_{i}=\left[\begin{array}{lll}x_{i} & y_{i} & \mathrm{I}\end{array}\right]^{T}$.

Suppose a conic in the plane is represented by

$$
\begin{equation*}
\mathbf{u}_{\mathrm{w}}^{\mathrm{T}} Q \mathrm{u}_{\mathrm{w}}=0, \quad i=1,2 \tag{34}
\end{equation*}
$$

then we can obtain the shape of the curve by analyzing the elements of the matrix $Q$. Let us assume that we have two conics in the image plane represented as

$$
\begin{equation*}
\mathbf{u}_{1}^{\mathrm{T}} A \mathbf{u}_{\mathrm{i}}=0, \quad i=1,2 \tag{35}
\end{equation*}
$$

The conic parameter matrices. $A_{1}$ and $A_{2}$, can be obtained by the curve fitting algorithm with the conic images. Plugging equation (33) into equation (35) assuming the scale factor, $z_{c i}=1$; we have

$$
\begin{equation*}
\mathrm{u}_{\mathrm{w}}^{\mathrm{T}} G_{i}^{T} A_{i} G_{i} \mathrm{u}_{\mathrm{w}}=0 . \quad i=1.2 \tag{36}
\end{equation*}
$$

Since the conics in (36) and (34) have the same shape.

$$
\begin{equation*}
G_{i}^{I} A_{i} G_{i}=k_{i} Q . \quad i=1.2 \tag{37}
\end{equation*}
$$

From the above equations. $G$, can be obtained using the known $A_{i}$ and $Q$. Note that since $G_{i} \equiv$ [ $\left.{ }^{1} r_{1}{ }^{1} r_{2} \quad{ }^{1} t_{0}\right]$, we can obtain ${ }^{i} R_{0}$ and ${ }^{1} t_{0}$ from $G_{i}$, directly.

### 5.2.2 Conic-based correspondence

Two sequential images of a conic $Q$ representing a real object are extracted and symbolized
by matrices $A_{1}$ and $A_{2}$ with the aid of a curve fitting algorithm. The relationship between a real object and two images are expressed as follows:

$$
\begin{align*}
& G_{1}^{T} A_{1} G_{1}=k_{1} Q  \tag{38}\\
& G_{2}^{T} A_{2} G_{2}=k_{2} Q \tag{39}
\end{align*}
$$

where $G_{1}=\left[\begin{array}{lll}{ }^{1} \mathbf{r}_{1} & { }^{1} \mathbf{r}_{2} & { }^{\mathbf{t}} \mathrm{t}_{0}\end{array}\right], G_{2}=\left[\begin{array}{lll}{ }^{2} \mathbf{r}_{1} & { }^{2} \mathbf{r}_{2} & { }^{2} \mathbf{t}_{0}\end{array}\right]$. [ ${ }^{1} \mathbf{r}_{1}{ }^{1} r_{2}$ ]. and [ ${ }^{2} r_{1}{ }^{2}{ }^{2} r_{2}$ ] are first two columns of ${ }^{1} \mathrm{R}_{0}$ and ${ }^{1} \mathrm{R}_{1}$, respectively.

As it is shown in Figure 5, the relationship between the two camera coordinate systems can be represented as

$$
\begin{gather*}
{ }^{0} R_{2}={ }^{0} R_{1}{ }^{1} R_{2}  \tag{40}\\
{ }^{0}{ }_{t_{2}}={ }^{0} R_{1}{ }^{1} \mathrm{t}_{2}+{ }^{0} \mathbf{t}_{1} \tag{41}
\end{gather*}
$$

Note that the homogeneous transformation between $\left\{C_{1}\right\}$ and $\left\{C_{2}\right\}$, that is, ${ }^{1} R_{2}$ and ${ }^{\mathrm{t}} \mathrm{t}_{2}$ are known a priori. since the robot carries the camera from $\left\{C_{1}\right\}$ to $\left\{C_{2}\right\}$ under the control.

The conic $Q$ in the system $\{W\}$ is represented as

$$
Q=\left[\begin{array}{ccc}
q_{11} & 0 & q_{13}  \tag{42}\\
0 & q_{22} & 0 \\
q_{31} & 0 & q_{33}
\end{array}\right]
$$

where $\quad q_{11}=1 / a^{2}, \quad q_{22}=1 / b^{2}, \quad q_{13}=q_{31}=0, \quad$ and $q_{33}=-1$ when the conic $Q$ is an ellipsoid.

There are six unknown parameters in ${ }^{i} R_{0}$ and ${ }^{i} \mathrm{t}_{0}$. Therefore, we have sixteen unknown parameters in total including $k_{1}, k_{2}, q_{11}$, and $q_{22}$ in the equations (38) and (39). In general, these sixteen parameters can be generally solved by using the eighteen equations of (38), (39), (40), and (41).

Now we introduce a schematic approach to solve for the rotation matrix ${ }^{0} R_{i}$, independently. From equations (38) and (39), we have

$$
\begin{align*}
& \left({ }^{1} R_{0}^{T} A_{1}{ }^{1} R_{0}\right)^{2 \times 2}=k_{1}(Q)^{2 \times 2}  \tag{43}\\
& \left({ }^{2} R_{0}^{T} A_{2}^{2} R_{0}\right)^{2 \times 2}=k_{2}(Q)^{2 \times 2} \tag{44}
\end{align*}
$$

where $(X)^{2 \times 2}$ represents the $2 \times 2$ upper-left sub-matrix of $X$.

From equations (43) and (44), we obtain

$$
\left({ }^{1} R_{0}^{J} A_{1}^{1} R_{0}-k^{2} R_{0}^{T} A_{2}^{2} R_{0}\right)^{2 \times 2}=\left[\begin{array}{ll}
0 & 0  \tag{45}\\
0 & 0
\end{array}\right]
$$

where $k=k_{1} / k_{2}$ and ${ }^{0} R_{2}={ }^{0} R_{1}{ }^{1} R_{2}$.

Note that ${ }^{1} R_{2}$ is known a priori by the joint angles of the robot. Therefore. there are only four unknown parameters in the four equations provided by (45). Therefore, the rotation matrix ${ }^{1} R_{0}$ can be determined uniquely. Plugging the obtained ${ }^{1} R_{0}$ into equation (43) provides the solution for the $k_{1}, q_{11}$, and $q_{22}$.

Now to obtain the translation vector, ${ }^{1} 1_{0}$, let us use the facts that $q_{31}=0, q_{32}=0$ from equation (38). Then we have

$$
\begin{align*}
& { }_{\mathrm{t}}^{0} 1 T A_{1}{ }^{1} \mathrm{r}_{1}=0  \tag{46}\\
& { }^{1} \mathrm{t}_{0}^{T} A_{1}{ }^{1}{ }^{1} \mathrm{r}_{2}=0  \tag{47}\\
& { }^{2} \mathrm{t}_{0}^{T} A_{2}{ }^{2}{ }^{2} \mathrm{r}_{1}=0 \tag{48}
\end{align*}
$$

where ${ }^{2} t_{0}$ can be replaced by terms of ${ }^{1} t_{0}$ by equation (41). Therefore, we can have a unique solution for ${ }^{1} \mathrm{t}_{0}$ using the three linear equations.

Consequently, we can obtain the position and orientation parameters of camera, ${ }^{1} \mathrm{t}_{0}$ and ${ }^{1} R_{0}$ from the two ellipsoid images captured by a camera at the task robot.

## 6. Experiments

### 6.1 Results of active calibration using linecorrespondence

Assembly operations of hexagonal bolts and nuts are considered as an experimental environment. A CCD camera, SFA-410ED, that captures 60 image frames per second and each image frame has $768 \times 494$ pixels and the image area of 6.54 $\mathrm{mm} \times 4.89 \mathrm{~mm}$. is selected for our experiments. The values of $d x$ and $d y$ are calculated directly, and they are 0.0085 mm and 0.0098 mm , respectively. The standard focal length of the lens for this camera is 16 mm .

We placed a bolt on a table and the vertices of the bolt head are used for the feature points, whose coordinates are $(0,4,0.42),(-4,3,0.42)$. $(-5,-2,0.32),(-1,-4,0.4),(3,-3,0.4)$, and (4, 2, 0.25) w.r.t. the world frame. To estimate the camera parameters, the orientation and position of the camera frame is initially matched to the world frame. And then, the camera frame is translated by $[0,-18,33.6] \mathrm{cm}$ and rotated
$150^{\circ}$ along the $x$-axis. The image of bolt head is captured by the camera at frame $\left\{C_{1}\right\}$. For the extraction of vertices, we used the instructions given by the image processing board. First, we extracted the line edge in the preprocessing stage, and we used Hough transform for the detection of a line, which is robust against noises in the image. After obtaining six Hough transformation equations of lines, we extracted vertex-points solving the line equations.

Table 1 shows the sample data for the measurement of the focal distance, $f$, scale factor, $S$, $Z-Y-Z$ Euler angles and the translational vector, T .

Table 2 shows the estimated values of the camera pose with the real values. The rotation is given along the $y$-axis only. Figure 6 represents the real images of hexagonal shapes used in experiment of table 2 . The error represents the \% magnitude error of the estimated translation vector compared to the real translation vector. As it is shown in table 2 , the $\%$ error is small enough to compensate the real positioning error of a

Table 1 Estimation of camera parameters

| $f(\mathrm{~mm})$ | $S$ | Translation vector T |  | Euler angle $\left({ }^{\circ}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 17.542 | 0.9969 | $T_{x}$ | -0.1567 | $\alpha$ | 149.5 |
|  |  | $T_{y}$ | -17.9703 | $\beta$ | 3.4 |
|  |  | $T_{z}$ | 33.6506 | $\gamma$ | 0.0 |



Fig. 6 Images of hexagonal shapes rotated along the $y_{c}$ axis
mobile robot. The rotation angle is estimated very precisely with negligible amount of error. Therefore, we claim that this scheme is applicable for the calibration of a mobile robot and also for the estimation of the position/orientation of the base of a task robot.

Figure 7 represents relative errors in the rotation and moving distance of camera with respect to the $\%$ of pixels affected by the noise. Through this experiment, the effects of noises occurring from image processing and illumination are analyzed. For the experiment, the noises are directly added to the pixels of the hexagonal object image: the camera parameter, $f$, is 17.5 mm ; the position is $(0,20.6,30.4) \mathrm{cm}$; the orientation is ( $144.4^{\circ}, 0^{\circ}, 0^{\circ}$ ) in $\mathrm{Z}-\mathrm{Y}-\mathrm{Z}$ Euler angles. The noise has the normal distribution of the mean, 0 and the variance, 1. As it is shown in Fig. 7 , the relative rotation error is less than $0.5^{\circ} \circ$ and the relative position error is less than 0.3 mm until $15 \%$ of pixels are polluted by the noises, which are small enough to be ignored for the nominal task executions.

Table 2 Estimated values for hexagonal objects

| Angle $\left(^{\circ}\right)$ | Real value $(\mathrm{cm})$, <br> $(\mathrm{x}, \mathrm{y}, \mathrm{z})$ | Estimated value $(\mathrm{cm})$, <br> $(\mathrm{x}, \mathrm{y}, \mathrm{z})$ | Error (\%) |
| :---: | :---: | :---: | :---: |
| 160 | $10.5,0.1,34.2$ | $10.390,0.099 .33 .841$ | 1.05 |
| 155 | $11.7,0.1,30.3$ | $11.524,0.098,29.845$ | 1.50 |
| 150 | $133,0.1,26.6$ | $13.524 .0 .196,26.055$ | 2.05 |
| 145 | $14.1,0.1 .23 .5$ | $13.691 .0 .097,22.819$ | 2.90 |
| Average |  |  | 1.88 |



Fig. 7 Relative errors of camera pose with additional noise

### 6.2 Results of active calibration using coniccorrespondence

We also carried out experiments estimating the camera pose using the relationship between a conic in the three dimensional space and conics in the image plane. The camera and image processing system in this experiment is same as that of Section VI-A. The diameter of the cylinder is 40 mm and the center coordinates of the conic are set to the origin of world frame.

Two images of the cylinder are captured by a CCD camera for the active calibration. Table 3 shows the estimated position of camera with respect to the cylinder according to the rotation of the camera along the $y_{c}$ axis. The first image is captured after aligning the center of image to the center of camera; the second image is captured after rotating the camera along the $y_{c}$ axis and translating along the $x_{c}$ axis with the amount shown in table 3 . Figure 8 shows the real images

Table 3 Estimated position values and \% error of camera for a cylinder
\(\left.$$
\begin{array}{c|c|c|c}\left.\hline \hline \text { Angle ( }{ }^{\circ}\right) & \begin{array}{c}\text { Real value (cm), } \\
(x, y, z)\end{array}
$$ \& \begin{array}{c}Estimated value (cm). <br>

(x, y, z)\end{array} \& Error (\%)\end{array}\right]\)| 160 | $18.19,0.2,50$ | $17.981,0.197,49.150$ | 1.63 |
| :---: | :---: | :---: | :---: |
| 155 | $23.31,0.1,50$ | $23.009,0.099,49.375$ | 1.17 |
| 150 | 28.86 .0 .1 .50 | $28.611,0.099,49.500$ | 1.04 |
| 145 | $35.01,0.1,50$ | $34.667,0.099,49.525$ | 0.97 |
| Average |  |  | 1.19 |



Fig. 8 Images of cylinder rotated along the axis
of a cylinder used in the experiment.
The edge data of conics are used to obtain the conic coefficient matrix through the curve fitting algorithm. There is an exceptional case that the camera rotates along the optical axis, $z_{c}$ axis. In this case, the features of conics projected onto the image plane are the same in the two different frames, so the conic coefficients become underdetermined.

As shown in the experimental results, the conic correspondence provides more accurate data than the line correspondence in the active calibration.

In Figure 9, a red pyramid represents the position and orientation of each camera. The extrinsic parameters (relative positions of the object with respect to the camera) are then shown in a form

(a)


(b)

Fig. 9 Position/Orientation of robot end-effector with respect to a world frame
of a 3-D plot for the experimental results using conic correspondence. In this figure, the frame $\left(O_{C}, X_{C}, Y_{C}, Z_{C}\right)$ is the camera reference frame. The red pyramid corresponds to the effective field of view of the camera defined by the image plane.

## 7. Conclusions

A new active calibration scheme is developed to estimate the position/orientation of a mobile robot working in the various environments. The main difficulty residing in the precise control of a mobile/task robot is providing an accurate and stable base for the task robot. In this research, the position of mobile robot is obtained by the active calibration scheme using the images captured by a camera at the hand of the task robot. In other words, the correspondence of the image coordinates to the real object coordinates is the basis for this scheme. This scheme is applied to the work-pieces of both the polygonal and the cylindrical.

For a polygonal object composed of points or lines, while the task robot is approaching to the object, the position of the camera is estimated using the line correspondence between the lines on the image captured by the camera and the lines of the real object. For the cylindrical or ballshaped objects, there are not enough line segments for the calibration based on the line correspondence. For these objects, the conic-correspondence scheme is developed. That is, two conic parameter matrices that can be obtained from the two consecutive elliptic images and a homogeneous transformation matrix are used for obtaining the position and orientation of the camera. Note that the homogeneous transformation matrix that defines the relationship between the two frames where the images are captured can be calculated by using the joint angles of the robot.

Our future research topics are reducing the estimation errors and capturing two successive frames effectively adapting the environmental variations.
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